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1. Introduction

The Dell™ PowerVault™ MD3000i storage solution consists of a standard or high availability
configuration. The standard model has a single controller with two 1GbE ports. It can be deployed
to support up to 16 hosts non-redundantly. The high availability model has dual controllers with
two 1GbE ports per controller for a total of four 1GbE ports. The dual controller option can
connect up to 16 fully redundant hosts. This document provides instructions to setup the
MD3000i iSCSI storage solution for usage with VMware® ESX Server™ software.

The Dell PowerVault MD3000i iSCSI storage array contains four Ethernet ports through which the
VD can be accessed affording both redundancy and availability of data. Provisioning of storage
on servers in a VM environment is a multiple step process starting with definition of the server
names for host access. The iSCSI connection is then established from the storage subsystem,
and after detection and configuration is established as a two way link with the associated ESX
server(s), completing the iISCSI communication subsystem. The final step allocates the detected
storage to the individual virtual machines (VM’s), where all or part of the configured storage can
be assigned to individual VM’s.

2. Architectural Setup

The following figure illustrates a typical high availability setup for using the MD3000i in an ESX
Server farm. As a best practice, Dell recommends using a separate Gigabit Ethernet network
switch to handle iSCSI storage traffic. Two servers are connected to two switches. Each switch
has a path to the MD3000i via the two dual port controllers. In this base HA configuration, the
servers, switches, and MD3000i ports share the same subnet. The NIC ports serving iISCSI
traffic on the ESX servers are teamed.

LAN

ESX Server 1 ' ' ESX Ser

Ethernet Switches — —_—

MD3000i

MD1000 et
Figure 1: MD3000i High Availability Configuration
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3. iSCSI Connectivity Support

Operating System Host Bus Adapter
VMware ESX Server 3.5 iISCSI software initiator with ESX Server

4. PowerVault MD3000i Storage Setup and Configuration

Create virtual disks on MD3000i using steps described in:
http://support.dell.com/support/edocs/systems/md3000i/en/IG/PDF/IGbkOHR.pdf.

After opening the Modular Disk Storage Manager and selecting the MD3000i storage array to be
configured, select the Configure tab.

Note: in the examples to follow the Storage array “sg23_training” is an MD3000i with
virtual disks already configured using the Create Virtual Disks selection. The new server
being added to an existing host group is named “Valhalla”.

From the Configure tab
1. Select Configure Host Access (Manual).
2. Enter the host name for the server which has the ESX Server software is installed.

3. Select Linux as the host type.

From the next screen, specify the iSCSI Initiator by selecting the New button (lower right on
screen). On the Enter New iSCSI Initiator screen enter a name for the iISCSI initiator name. The
label is auto-populated from the server name.

Enter New iSCSI Initiator =|

Enter the name and label of the iSCSI inikiator wou are
defining.

iSCSI inikiakor nanme:

|valhalla

iSCSI initiator label (required - max 30 charackers):

IvalhaIIaD

Add Cancel I

Figure 2: iSCSI Initiator Window

Host Group configuration starts from the following screen titled “Configure Host Access (Manual)
— Specify Host Group”. For ESX servers supporting VMotion, HA, and DRS, a host group must be
defined so the MD3000i storage subsystem has a configured iSCSI path to each of the hosts.

e Select “Yes: This host will share access to the same virtual disks with other hosts”

e If a new host group is desired select the radio button for that option and enter in a name
for your host group using standard host naming conventions (e.g. no spaces etc).

e Should you already have one or more host groups assigned, select the radio button
enabling selection from a drop down list of existing host groups. This option is to be
used when configuring the second, third, etc. host in a group. Once the host group is
selected previously configured hosts for that host group will be displayed. Note that
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these are shown as Linux hosts even though they are configured as ESX servers.

Selecting Next provides a Confirmation screen in which the new server being configured is shown
and the other previously configured associated hosts are named. For the first server configured
in a new host group there will be no associated hosts listed under the Associated host group.

g Modular Disk Storage Manager

= |

Modular Disk Storage Manager

Storage array: Io sQ23_kraining - I MNew | Remove | glnitial Setup Tasks all arrays optimal o

Help | Exit

Configure

Support
Configure = Configure Host sccess (Manual)

E Configure Host Access (Manual) - Confirm Host Definition @ view Frequently Asked Questions

The host will be created as shown below iF you proceed.

Host definition:

Host name: walhalla
Host type: Linux
i8CSI initiastor label/name:

walhalladfvalhalla

Associated host group:
Associsted host:
Associated host:

TrainPack Hosts
Aurora
Odyssey

i Cancel I

Figure 3: Modular Disk Storage Manager Configure Tab

Select Finish confirming the new host definition. This initiates the wizard configuration of the new
host.

On completion,

e Select Yes to proceed to the next host you wish to configure, or
e Select No to end the configuration wizard.

Helpful Hint: Record the MD3000i IP address for later configuration

5. iSCSI Software Initiator Configuration on ESX Server

This section lists the steps required to configure the software initiator on the VMware ESX Server.
Connect to the ESX server/VirtualCenter using VI Client, and follow the below steps:

1. Select Configuration->Security Profile on the ESX server.
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172.17.13.93 ¥Mware ESX Server, 3.5.0, 63303 | Evaluation (31 day{s) remaining}

e S e Configuration

Hardware Security Profile
Processors Firewall Refresh
Mernary Incaming Connections
Storage CIM Secure Server 5939 (TCP)
Networking CIM5LP 427 (UDP, TCF)
CIM Server 5983 (TCP)
Storage Adapters S5H Server 22 (TCP)
Metwork Adapters Outgoing Conneckions
YR 443,902 (TCF)
Software WhMware YirtualCenter Agent 902 (UDP)
Licensed Features CIMsLp 427 (UDP,TCF)
Time Canfiqurati Whware License Client 27000, 27010 {TCPY
e Lonfiguration Software i5C5T Client 260 (TCFY
DMNS and Routing
Yirbual Maching Startupfshutdown ¥irtual Machine Delegate (Experimental) Edit...
Virbual Machine Swapfile Location Read and write ko virtual maching Files using these credentials, The host must be in maintenance mode o
v Security Profile change this setting.
Lser M. H k
Syskem Resource Allocation S Heame roo
Advanced Settings

Figure 4: Security Profile Configuration Tab

2. Click on Properties. The Firewall Properties box appears.

+ Firewall Properties =1ol =]

Hemote Access

By default, remate clients are prevented from accessing services on this host, and local clients are prevented from
accessing services on remote hosts.

To provide access to a service or client, check the comesponding box. Unless configured othemnwize, dasmons will start
automatically when any of their portz are opened and stop when all of their ports are clozed.

| Label | Incoming Ports | Oukgoing Porks | Protocaols | Daemon -
Required Services
Secure Shell
SSH Server 2z TCP Running
D S5H Client 22 TP M A
Simple Network Management Protocol
D SMMP Server 161 162 [W]m/ ) [N
Ungrouped

Software iSC5I Client 3260 TCR [N

- Whaware VirtualZenkter Agent a0z LDP ST
B 443,902 TP Ty
ﬂ Artive Directnr Kerherns 4R4. AR TR mta, |_’|LI

I ptions... I

Cancel I Help I

Figure 5: Firewall Properties Window

3. Check Software iSCSI Client.
4. Select Configuration->Storage Adapters on the ESX server.
5. Select iSCSI software adapter and click on Properties.
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Storage Adapters

Rescan..
Device | Type | SAN Tdentifier [
QLA236x
vmhbal Fibre Channel 21:00:00:e0:8b:1c:b4:as
PowerEdge Expandable RAID Controller 5
vmhbad SCsI
isCsI Software Adapter
i5C5I Software Adapter i5CSI
Details
Properties...

Model: IP Address:

iSCSI Name: DizcoveryMethads:

iSCSI Alias: Targets:

Figure 6: iSCSI software adapter under Storage Adapters on VI client

6. The iSCSI initiator Properties window appears.
7. Under the general tab select Configure tab. Select the Enabled checkbox and click OK.
Select Close.
General |Dynamic Discovery | Static Discovery | CHAP Authentication I
—iSCSI Properties
iSCSI name:
iSCSI alias:
Target discovery methods:
—Soft (= General Properties E3 I_
St
- le... I
—ISCS| Properties
ISCSI Name: I
ISCS| Alias:
| OK I Cancel Help
Close | Help l/
A
Figure 7: iSCSI software initiator properties window
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8. Select iSCSI software adapter under storage. You should now see your iSCSI Target

name listed.
Device | Type | SAN Identifier |
iSCSI Software Adapter
vmhbad0 iSCSI ign.1998-01.com.ymware:... ]
LSI1068
vmhbal SCSI
PowerEdge Expandable RAID Controller 5
vmhbal SCSI

Figure 8: iSCSI software adapter after initial configuration

9. Select Properties under storage adapters. Select Dynamic Discovery. Select Add.

Provide the IP address of the MD3000i and click OK. There may be a slight delay before
the process completes.

=3 iSCSI Initiator {(vmhba40) Propertics

=101 <1
General Dynamic Discovery I Static Discovery | CHAP Authentication |
Send Targets

Obtain information about target devices directly Ffrom the Following iSCSI servers using
the SendTargets commmand.

iSCSI Server
172.17.13.204:3260

| Status |

TTTAdA S | remove |

Close I Help I

Figure 9: iSCSI software initiator properties window
10. Click Close.

6. Configure iSCSI storage on ESX Server

Connect to the ESX server/Virtual Center using VI Client and follow the steps below.

1. Go to the configuration tab and select Storage Adapters. Select the iISCSI Software

Adapter and click Rescan. The newly created iSCSI target and LUN should be visible
from the ESX server.
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Details

vmhba40 Properties...
Model: iSCSI Software Adapter IP Address:
iSCSI Name: ign,1998-01.com.vmware:sec141-55167817 DiscoveryMethods: Send Targets
iSCSI Alias: secl4l.vmware.vse.lab Targets: 1
SCSITarget 6
iSCSI Name: ign.1991-05.com. microsoft:nx1950-target target
iSCSI Alias:
Target LUNs: 1 Hide LUNs
Path Canonical Path Capacity LUN ID
vmhba40:6:0 vmhba40:6:0 20.00 GB 0

Figure 10: iSCSI target and LUNs as visible through VI client

n

Go to the configuration tab and select Storage. Click on Add Storage, select Disk/Lun
and click Next. Select the newly added storage and click Next.

Select the newly created iISCSI LUN and click Next.

Review the disk layout and click Next.

Provide a name for the VMFS datastore and click Next.

Select the appropriate block size and capacity for the VMFS datastore and click Next.
Review the disk layout and click Finish to create the VMFS datastore. The new datastore
is now ready to be used for storing virtual machine images.

No gk w

7. References

1. Dell PowerVault MD3000i support documents:
http://support.dell.com/support/edocs/systems/md3000i/

2. Drivers download page for MD3000:i:
http://support.dell.com/support/downloads/driverslist.aspx?c=us&cs=555&|=en&s=biz&Se
rviceTag=&SystemID=PWV_MD3000I&os=NAA&osI=EN

3. VMware Virtual Infrastructure 3 Documentation:
http://www.vmware.com/support/pubs/vi_pubs.html

4. Delll[VMware alliance home page: www.dell.com/vmware
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THIS DOCUMENT IS FOR INFORMATIONAL PURPOSES ONLY, AND MAY CONTAIN
TYPOGRAPHICAL ERRORS AND TECHNICAL INACCURACIES. THE CONTENT IS
PROVIDED AS IS, WITHOUT EXPRESS OR IMPLIED WARRANTIES OF ANY KIND.

Microsoft and Windows are registered trademarks of Microsoft Corporation. VMware is a registered
trademark and VMotion, Virtual SMP, and ESX Server are trademarks of VMware, Inc. Intel and Xeon are
registered trademarks of Intel Corp. Other trademarks and trade names may be used in this document to
refer to either the entities claiming the marks and names or their products. Dell disclaims proprietary interest
in the marks and names of others.

Copyright 2007 Dell Inc. All rights reserved. Reproduction in any manner whatsoever without the express
written permission of Dell Inc. is strictly forbidden. For more information, contact Dell. Information in this
document is subject to change without notice.

Dell Inc Page 10



